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Large Language Model
A large language model (LLM) is a type of 
artificial intelligence program that processes and 
generates human-like text based on patterns and 
examples it has learned from a vast amount of 
data. These models are designed to understand 
and respond to queries, complete sentences, or 
even generate content in a conversational, 
informative, or creative manner.
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Opportunities & Challenges

Education  
Copyright
Disinformation
Technological Unemployment
Bias & Prejudice
Platform Capitalism 

Write original content
Write computer code

Standardized tests
Converse with users
Machine Translation

Answer Questions



Education

What is the role of writing in higher education?

2 different roles
Writing as an End | Writing as a Means



Writing as an End
 - Develop innovative content
 - Contribution to knowledge
 - Product instead of process
 

Education



Writing as a Means
 - Writing for student evaluation
 - Evidence of comprehension
 - Process instead of product

Education



Writing as a Means
  - Limit student access and use
  - Revise evaluation methods
  - Teach the debate 
  - Faculty confidence with tech

Education

Writing as an End
  - Cultivate critical users
  - Develop best practices 
  - Access and engagement
  - Faculty model responsible use



Copyright



Copyright

Training Data
Training LLMs requires massive 
amounts of textual data. Basically 
every piece of writing that resides 
on the Internet and all books and 
documents that are accessible in 
digital form.



Copyright
Public domain
Government documents, literary 
classics, publications with expired 
copyright, etc. 

Copyright
Publications that can only be used 
with permission and licensing 
agreements.



Copyright
Plaintiffs allege that OpenAI and Microsoft 
used their proprietary content to train the 
LLM and that this not only violates copyright 
protections but facilitates the production of 
new content that unfairly competes with the 
news organizations. 

OpenAI and Microsoft have sought 
protection under the fair use exception and 
have argued that compensating publishers 
for use of their content would render the 
training of LLMs prohibitively expensive and 
hinder technological progress.



Copyright

NO
AI generated content cannot 
be registered for copyright.

Problem – IP protections and 
author identification and 
rights for AI generated work 
is uncertain. 



Attribution



Plagiarism
The attempt of any student to present as his or her 
own work that which he or she has not produced is 
regarded by the faculty and administration as a 
serious offense. Students are considered to have 
cheated if they copy the work of another during an 
examination or turn in a paper or an assignment 
written, in whole or in part, by someone else. 
Students are responsible for plagiarism, intentional or 
not, if they copy material from books, magazines, or 
other sources without identifying and acknowledging 
those sources or if they paraphrase ideas from such 
sources without acknowledging them.



Plagiarism

Is it plagiarism to cut-and-paste or otherwise 
include LLM generated content in your own work? 

Are LLMs a “source” that can be cited. How should 
they be cited? And how do we verify the citation? 

Is prompting an LLM to generate content for you 
a form of cheating? Or is it a writing tool? 



Ideas/Recommendations

1. Faculty development/training in AI
2. AI education across the curriculum
3. Update existing policy statements
4. Develop university guidelines for AI
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